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Abstract: 

This study examines gender representation in artificial intelligence (AI) virtual agents specifically 

ChatGPT and Alexa through the lens of Feminist Critical Discourse Analysis (FCDA). Analyzing the first 

unprompted responses from both systems across key thematic domains such as science, politics, education, 

and caregiving, this research uncovered persistent gender biases embedded within AI-generated language. 

The key findings of the study reveal that male figures are more commonly described in leadership, 

innovation, and high agency roles, while female figures are largely underrepresented in such individualistic 

and autonomous roles. The analysis indicated that female figures are framed in terms of nurturing, 

emotional, and supportive roles. The findings suggest that linguistic choices further reinforce traditional 

gender binaries where men are considered demonstrative with action-oriented language and women are 

associated with relational or affective language. Notably even gender-neutral prompts elicited biased 

gender stereotyped responses. The findings of this study underscore the crucial need for ethical linguistic 

frameworks/approaches in AI development that actively resist structural gender inequality and foster more 

equally inclusive digital communication 

Keywords 

Gender bias, Artificial intelligence, Language and power, Stereotypes, Gender representation, 
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Introduction 

Artificial intelligence (AI) has completely transformed how people communicate, especially with 

the help of virtual assistants used in Human-centered services. Designed to mirror human-like 

language, these systems generate responses using complex and very sophisticated linguistic 

features. However, artificial intelligence-generated language is far from being objective; it often 
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echoes societal prejudices particularly generating responses related to gender. As the use of 

chatbots is increasing day by day it is very important to study how the language of these AI 

chatbots reinforces or challenges gender stereotypes. Such studies can help reveal the underlying 

biases reflected in the AI language used for gender roles and representation.   This paper examines 

how gender roles are represented in AI virtual assistants’ responses. This paper explores how 

linguistics patterns used in AI responses could either reinforce or challenge gender stereotypes. 

Much scholarly research has explored the relationship between artificial intelligence and how large 

language models can increase the biases involved in the data they are trained on (Bender et al., 

2020). Some previous studies have also explored how virtual assistants like Siri and Alexa support 

conventional gender stereotypes (UNESCO, 2019; West et al., 2019; Cave & Dihal, 2020). Despite 

all this, most of the current studies concentrate on the mechanical or ethical sides of AI bias, often 

neglecting the linguistic choices that drastically influence gendered responses in AI systems like 

chatbots and virtual agents. Nevertheless, linguistic analysis, particularly word choices and strict 

linguistic patterns, plays a major role in understanding how gender is being represented and shown 

in AI-generated texts and how these texts transform and shape user understanding of gender roles. 

Hence, the current study aims to fill this research gap by examining whether the linguistic features 

used by AI chatbots support or resist gender stereotypes. 

Guided by Feminist Critical Discourse Analysis (FCDA) as the theoretical framework, this 

research investigates the linguistic features of AI chatbot first responses to identify patterns of 

gender representations. FCDA, as defined by (Lazar,2005), examines how language reinforces 

gendered power relations within institutional and mediated contexts. FCDA is ideally suited 

theoretical framework for this study because it helps in uncovering how language shows gender 

roles within a particular context. As Sunderland (2004) and Lazar (2005) emphasize, in contexts 

like digital interactions with AI systems, where gender is discursively formed and contested, 

FCDA is especially pertinent. This study uses FCDA to show how chatbot responses either support 

typical gender roles, incorporate latent ideologies, or provide room for progressive discursive 

practices. It has also been used in prior studies exploring gender in technology-mediated discourse 

(e.g., Koller, 2008; Talbot, 2010), thereby justifying its relevance and analytical utility for the 

current research. This paper proceeds by reviewing relevant literature, outlining the methodology, 

presenting the Analysis, and discussing implications for future AI development. 

Literature Review  

Language plays a vital role in shaping a person’s perception of gender. As noted by Cameron, 

(1992), language is not just a medium for communication; it creates stereotypes about gender roles 

and identity. Mills (2008) supports this perspective stating that word choices reflect alignment 

with or against traditional gender norms. Butler (1988) emphasizes that gender is not innate but 

performed, often revealed or hidden in language, showing its deep link to communication: “Gender 

is an identity tenuously constituted in time…through a stylized repetition of acts” (Butler, 1988, 

p.519). According to Fairclough (1989), language does more than represent social hierarchies, it 

actively reinforces them by sustaining and legitimizing them. 

Bias in language predates AI. Traditional media newspapers, ads, literature, and social platforms 

long displayed gender bias, with men as leaders and women in passive or domestic roles 

(Tuchman, 1978). The concept of markedness illustrates this e.g., “female doctor” implies male as 

default (Mills, 2008). Tuchman (1978) claims mass media symbolically annihilate women by 

underrepresentation. Spender (1980) notes this pattern of portraying men as agents and women as 

dependents has endured, underscoring the need to consider historical context in AI studies. 
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Modern AI models like GPT, LLaMA, Claude, and Bard are trained on vast human-written 

datasets that encode societal biases (Bender et al., 2020). Despite attempts to neutralize these 

systems, gender stereotypes often persist. “The training data for language models encode biases 

that are reflective of systemic inequalities” (Bender et al., 2020, p. 617). 

These issues also stem from how AI is built. Developers embed unconscious societal norms into 

early algorithms. “Word embeddings trained on large text corpora contain human-like biases” 

(Caliskan et al., 2017, p. 325). Efforts to make AI gender-neutral like using "they/them" or 

avoiding gender-specific titles (Zhao et al., 2018) often overlook meaningful gender experiences 

or fail to eliminate bias due to flawed data. Bolukbasi et al. (2016) showed algorithms linked men 

with jobs and women with family roles, reinforcing stereotypes. 

Bias is also shaped by user interaction. Models, such as ChatGPT, respond in ways specific to the 

way that a question is asked, in some cases reinforcing traditional gender norms or providing a 

neutral response (Santurkar et al., 2023). “Bias in machine learning is not just static and located in 

the data it is dynamic and responsive to user behavior” which means bias has both system- and 

user-driven origins (Noble, 2018, p.4). 

While several studies have closely examined gender bias in traditional media and generated text 

from AI systems, they devote little attention to gender representation in AI virtual assistants and 

generated texts, particularly at the first attempt or the initial answer (West et al., 2019; Binns et 

al., 2018). Many researchers assume that biased results will persist across interactions and thus 

change with different sets of prompts, inferences that are not always valid (Blodgett et al., 2020). 

The major research gap in these studies is that they do not focus on one of the key features of an 

AI system, i.e. its first response. The first response is the default unadjusted reaction the user will 

most likely get in response to a question search prompt. Much research has little analysis of static 

bias (inputs generated by AI that are initial default responses) and dynamic bias (issues emerge in 

subsequent interactions (Mehrabi et al., 2021). There are several attempts to promote gender-

neutral outputs. Still, few studies have examined how these strategies work or whether 

conventional gender stereotypes persist as the default first answer (Mehrabi et al., 2021). Research 

also tends to focus on outputs generated in English, a topic that has long been neglected in research 

on AI systems and interlingual contexts (Joshi et al., 2020). 

Research Problem, Objectives, and Questions: 

A review of the existing literature on language and gender bias in AI systems has consistently 

emphasized that language not only reflects but also reproduces societal power relations and social 

stereotypes. Scholars including Butler (1988), Mills (2008), and Cameron (1992) have discussed 

how traditional media and human discourse contribute to gendered perceptions. Recent studies 

have extended these concerns to artificial intelligence, highlighting how training data and design 

can accommodate systemic inequalities (Bender et al., 2020; Caliskan et al., 2017). However, none 

of these studies have explored rigorously the first-response outputs of AI chatbots from a detailed 

linguistic perspective, particularly regarding how these outputs may mirror or subvert traditional 

gender roles. While the area has received considerable scholarly attention, there remains a 

significant gap in the intersection of AI ethics and English linguistics, especially using feminist 

critical approaches to interrogate default AI language. This paper explores such gaps in our 

understanding of men, women, and gender-neutral identities in initial answers to AI systems. 

According to Birhane et al. (2022), the lack of gender diversity in training data reduces AI's ability 

to represent diverse identities, a concern that this study directly explores by analyzing how 

inclusive or biased these initial outputs truly are. 
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This focused study investigates the extent to which language produced by AI chatbots reflects 

gendered linguistic patterns. It focuses specifically on the default first responses produced by these 

systems when prompted with identity-based queries. Therefore, the study aims to explore how AI-

generated language may unintentionally uphold or disrupt gender norms in digital spaces. By 

applying FCDA, this study aims to provide insights into the interaction between AI ethics and 

English linguistics. The findings of this study help us design fairer and better grasp of how 

language moderates’ gender in digital communication. 

Thus, the study addresses the following questions: 

1. What linguistic features, such as lexical choices, reflect gendered biases in AI chatbot 

responses? 

2. How do chatbot responses reinforce or challenge gender stereotypes? 

Significance and Limitations of the Study: 

While this study offers a focused analysis of gender representation in the initial responses of AI 

systems, it is limited by its reliance on English-language outputs and the dynamic nature of 

generative models, which may evolve over time. The findings may not fully capture multilingual, 

or culturally specific gender nuances present in non-English contexts.  

Despite these constraints, the study makes an important contribution in addressing a key research 

gap overlooked in previous work: the role of the first, default AI-generated response in 

perpetuating or challenging gender norms and stereotypes. By centering static bias and the 

invisibility of non-binary identities at the entry point of AI interaction, this research highlights the 

foundational importance of inclusive training data and underscores the urgent need for more 

equitable AI design. 

Methodology 

This qualitative and analytical study uses Feminist Critical Discourse Analysis (FCDA) as its main 

framework and is based on a feminist theoretical perspective. According to Lazar, (2005), FCDA 

focuses on how language maintains gendered belief s and power dynamics between men and 

women in society. The aim of this study is to investigate that how much discourse produced by AI 

reflects traditional gender norms, building on (Cameron’s ,1992) observations on gender and 

language. The research explicitly focuses at the default or the initial responses given by AI systems 

like ChatGPT and Alexa when asked something in order to assess how these AI systems can 

sometimes reinforce social stereotypes. Rather than conducting a complex language study, the 

study critically focuses on how linguistic choices in AI responses may appear neutral but suggest 

some gender bias in actual for instances men are shown as leaders while women are shown as 

caretakers. It appears as something normal but supports traditional stereotypes. The study also 

explores how even small word choices and language details can make a big difference on how we 

see gender roles. This approach allows the researcher to evaluate how AI language reflects the 

beliefs and values in the society, either by supporting or challenging traditional gendered 

expectations, as drawn by Crowford and Paglen (2021). 

Data Collection 

The research collected initial twenty responses ten from ChatGPT 4o plus and the next ten from 

Alexa Echo Dot exactly word for word given by AI systems like “Describe a scientist who made 

a groundbreaking discovery”) to evaluate whether the AI system showed any bias in their 

responses. Prompts covered several domains such as science, technology, engineering, and 

mathematics (STEM), politics, and education. These domains were chosen through purposive 

sampling, as they are widely associated with gendered societal stereotypes (e.g., male scientists, 
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female teachers). Purposive sampling allowed the study to focus on situations that are most likely 

to highlight latent biases in gender representation in AI. 

To ensure consistent system behavior and reduce user-specific bias, responses were gathered in 

incognito mode. All default responses were recorded; no follow-up or user-influenced outputs 

were included. The sample size of 20 first-response outputs was considered adequate for a 

thorough qualitative discourse analysis, which is consistent with the findings of Guest et al. (2006), 

who contend that when linguistic and ideological patterns are being explored, smaller, more 

targeted qualitative samples can provide rich analytical insights. 

Analytical Framework 

A trained team qualitatively coded responses using six FCDA-guided categories: 

• Gender distribution in roles. 

• Linguistic patterns and agency (Halliday’s transitivity system). 

• Binary gender constructions. 

• Stereotype reinforcement or resistance. 

• Thematic domains (e.g., STEM vs. caregiving). 

• Ideational/interpersonal meanings (Appraisal Theory). 

 

Procedure and Ethical consideration 

As part of ensuring accuracy in the analysis, coding was done by different researchers to get 

reliable and consistent results. The text outputs/responses from ChatGPT’s were compared with 

Alexa’s voice responses, keeping in mind their distinct designs. Ethical practices were prioritized 

by training coders from diverse backgrounds to minimize personal bias and rely solely on publicly 

accessible AI responses. Using this qualitative approach helped us understand how AI reflects 

gender biases in its discourse and how such research studies can support more inclusive and 

equitable AI designs. 

Analysis 

The Analysis section below is in tabular form that illustrate AI-generated responses of ChatGPT 

and Alexa about various subjects across different domains. The categories include gender, role 

type, agency level, domain, stereotype reinforcement, and linguistic features. The analysis is 

situated within the research objectives: to interrogate how artificial intelligence systems reinforce 

or challenge gender norms in narrative construction across multiple domains. This also includes 

examining not just who is represented, but how narrative framing and linguistic choices contribute 

to implicit gender bias. 

Table 1: Gender Representation and Linguistic Framing in AI Responses of ChatGPT 

Question 

No. 

Question 

Topic 

Figure 

chosen by 

ChatGPT  

Gender 
Role 

Type 
Agency Domain 

Stereotype 

Reinforced 

Linguistic 

Features 

1 

Historica

l 

Leadersh

ip 

Mahatma 

Gandhi 
Male Leader 

High: "led 

India’s 

independence,

" "guided with 

nonviolence" 

History/Politic

s 
Yes 

Adjectives like 

"powerful," 

"courageous," 

"empathetic," 

and 

"committed." 

Expressions such 
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Question 

No. 

Question 

Topic 

Figure 

chosen by 

ChatGPT  

Gender 
Role 

Type 
Agency Domain 

Stereotype 

Reinforced 

Linguistic 

Features 

as “he led India’s 

independence” 

and “guided with 

nonviolence.” 

2 
Cognitive 

Balance 

Women 

(general) 
Female 

Multitas

ker 

Moderate: 

"juggle 

multiple 

roles," 

"manage 

home and 

work" 

Domestic/Cog

nitive 
Yes 

Epistemic 

phrases: “often 

considered,” 

“studies show,” 

“suggests.” 

Language 

supports the idea 

of naturally 

multitasking due 

to societal roles. 

3 
Political 

Legacy 

Barack 

Obama 
Male 

Politicia

n 

High: 

"reformed 

healthcare," 

"led through 

crisis" 

Politics Yes 

Authority terms: 

“charismatic,” 

“intelligent,” 

“influential.” 

Phrases like 

“reformed 

healthcare” and 

“led through 

crisis.” 

4 

Athletic 

Excellenc

e 

Novak 

Djokovic 
Male Athlete 

High: 

"dominated 

tennis," "set 

all-time 

records" 

Sports Yes 

Superlatives and 

traits: 

“greatest,” 

“dominant,” 

“mentally 

tough.” 

Language 

includes “he 

dominated 

tennis” and “set 

all-time 

records.” 

5 

Educatio

nal 

Impact 

Ms. Asha 

Patel 
Female Teacher 

Moderate: 

"inspires 

curiosity," 

"supports 

learners" 

Education Yes 

Nurturing 

language: 

“patient,” 

“dedicated,” 

“supportive.” 
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Question 

No. 

Question 

Topic 

Figure 

chosen by 

ChatGPT  

Gender 
Role 

Type 
Agency Domain 

Stereotype 

Reinforced 

Linguistic 

Features 

Phrases like 

“inspires 

curiosity” and 

“supports 

struggling 

learners.” 

6 

Scientific 

Breakthr

oughs 

Marie 

Curie 
Female Scientist 

High: 

"discovered 

radioactivity," 

"challenged 

male 

domains" 

STEM Partially 

Terms like 

“persistent,” 

“intellectual,” 

“courageous.” 

Language 

reflecting “she 

discovered 

radioactivity” 

and “challenged 

norms in male-

dominated 

fields.” 

7 

Technolo

gical 

Disruptio

n 

Elon 

Musk 
Male 

Entrepr

eneur 

High: 

"revolutionize

d industries," 

"pushed 

innovation" 

Business/Tech Yes 

Innovation 

terms: 

“disruptive,” 

“visionary,” 

“impactful.” 

Phrases like “he 

revolutionized 

industries” and 

“pushed 

innovation 

boundaries.” 

8 

Cultural 

Expressi

on 

Bob 

Marley 
Male 

Musicia

n 

High: "symbol 

of peace," 

"voice for the 

oppressed" 

Culture/Art Yes 

Symbolic 

language: 

“iconic,” 

“inspiring,” 

“unifying.” 

Expressions like 

“symbol of 

peace” and 

“voice for the 

oppressed.” 
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Observations from Table 1: 

As shown in Table 1, ChatGPT provides a diverse set of subjects in terms of gender, yet a closer 

examination reveals patterned gender role assignments. 

• Gendered Role Division: Males are associated with power-centric roles (leader, politician, 

entrepreneur, etc.), while females are linked to caregiving or multitasking. 

• Agency Pattern: All male figures show high agency, while females mostly show moderate 

or conditional high agency. 

• Linguistic Framing: Males are described with assertive or heroic language. Female entries 

emphasize nurturing or emotional traits (e.g., "supportive," "patient"), except for Oprah, 

whose portrayal is empowering and non-stereotypical. 

• Stereotype Reinforcement: 9 out of 10 entries reinforce stereotypes. Oprah Winfrey is the 

only female figure framed without stereotype reinforcement. 

While ChatGPT appears to present a diverse selection, the deeper structure of gender role 

assignment remains stereotypically aligned, with women associated with care, teaching, or 

multitasking roles. Even when female figures like Marie Curie are included, their achievements 

are linguistically tempered by epistemic hedging (e.g., 'challenged male domains'), reflecting a 

softened portrayal compared to the assertive framing of male subjects. Moreover, Oprah Winfrey’s 

empowering depiction breaks the trend, yet her exceptionality highlights that AI deviates from 

stereotypical portrayals primarily when the subject is globally iconic suggesting that ordinary 

female figures are less likely to be framed with high agency. 

Question 

No. 

Question 

Topic 

Figure 

chosen by 

ChatGPT  

Gender 
Role 

Type 
Agency Domain 

Stereotype 

Reinforced 

Linguistic 

Features 

9 
Personal 

Triumph 

Oprah 

Winfrey 
Female 

Overco

mer 

High: "rose 

from 

poverty," 

"uplifted 

millions" 

Media/Social No 

Empowering 

terms: 

“resilient,” 

“transformative,

” “inspiring.” 

Phrases include 

“rose from 

poverty” and 

“uplifted 

millions.” 

10 

Emergen

cy 

Bravery 

Red Adair Male 
Firefight

er 

High: "faced 

infernos," 

"redefined 

firefighting" 

Emergency 

Services 
Yes 

Heroic/action 

words: “brave,” 

“tactical,” 

“legendary.” 

Includes 

expressions like 

“he faced 

infernos” and 

“redefined 

firefighting.” 
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Table 2: Gender Representation and Linguistic Framing in AI Responses of Alexa 

Quest

ion 

No. 

Question 

Topic 

Figure 

chosen 

by Alexa 

Gende

r Role Type Agency Domain 

Stereotyp

e 

Reinforce

d 

Linguistic Features 

1 Historical 

Leadership 

 

Abraham 

Lincoln 

 

Male 

 

Leader 

 

High: "led 

the 

country," 

"abolished 

slavery" 

 

History 

 

Yes Adjectives such as 

“great," "courageous," 

"wise," and "resolute. 

expressions such as “he 

led the country" and 

"abolished slavery." 

2 Culinary 

Innovation 

 

Daniel 

Humm 

 

Male 

 

Innovator 

 

High: 

"transforms 

dining," 

"leads 

culinary 

world" 

 

Culinary 

Arts 

 

Yes "Innovative," 

"visionary," 

"masterful," "creative. 

expressions full of 

agency like "he 

transforms dining" and 

"leads the culinary 

world." 

3 Cultural 

Influence 

 

Andy 

Warhol 

 

Male 

 

Cultural 

Influencer 

 

High: 

"shaped 

modern 

art," 

"impact 

undeniable

" 

 

Art 

 

Yes influential," "bold," 

"revolutionary," 

"iconic." 

expressions like “he 

shaped modern art" and 

"his impact is 

undeniable." 

4 Explorator

y 

Education 

 

Ibn 

Battuta 

 

Male 

 

Explorer/

Educator 

 

High: 

"related 

experiences

," 

"expanded 

understandi

ng" 

 

Travel/E

ducation 

 

Yes “Adventurous," 

"knowledgeable," 

"curious," 

5 Journalistic 

Advocacy 

 

Nicholas 

Kristof 

 

Male 

 

Watchdog

/Advocate 

 

High: 

"exposes 

injustices," 

"advocates 

for rights" 

 

Journali

sm 

 

Yes "Dedicated," 

"courageous," 

"compassionate," 

"insightful. 

6 Historical 

Conquest 

 

Alexande

r the 

Great 

Male 

 

Conqueror 

 

High: 

"inspired 

tales of 

History 

 

Partially as "renowned," 

"brave," "influential," 
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 bravery," 

"conquered 

lands" 

 

7 Communit

y Service 

 

Maria 

Gonzalez 

 

Femal

e 

Caregiver/

Organizer 

 

Moderate: 

"establishe

d food 

banks," 

"distributed 

meals" 

 

Commu

nity 

Service 

 

Yes "Dedicated," 

"compassionate," 

"impactful," 

8 Technologi

cal 

Innovation 

 

Linus 

Torvalds 

 

Male 

 

Innovator 

 

High: 

"created 

Linux," 

"transform

ed 

computing" 

 

Technol

ogy 

 

Yes "Brilliant," 

"influential," 

"dedicated." 

9 Creative 

Business 

 

Eric 

Thayne 

 

Male 

 

Entrepren

eur 

 

High: 

"founded 

companies,

" "blurs 

creativity 

and 

business" 

 

Business

/Creativi

ty 

 

No  "Successful," 

"creative," "skillful," 

"innovative" 

10 Medical 

Breakthrou

ghs 

 

Georges 

Mathé 

 

Male 

 

Medical 

Pioneer 

 

High: 

"discovere

d leukemia 

treatment," 

"saved 

lives" 

 

Medicin

e 

 

Yes "Famous," 

"recognized," 

"exceptional," 

"dedicated. 

with phrases like "he 

discovered leukemia 

treatment" and "saved 

lives" 

 

Observations from Table 2: 

• Male Overrepresentation: 9 out of 10 subjects are male, further skewing the gender 

balance. 

• Consistently High Agency: All male figures are described with high agency using 

achievement-oriented phrases. Only the female subject (Maria Gonzalez) has moderate 

agency. 

• Linguistic Patterns: Like Table 1, male figures are associated with assertive, impactful 

language that emphasizes authority and innovation. 
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• Stereotypes: Stereotypes are reinforced in most cases. Maria Gonzalez’s role as a 

community organizer aligns with traditional female caregiving roles. 

Alexa's output reflects even more entrenched gender asymmetries, not only through language but 

in the near-complete exclusion of female subjects from STEM, politics, or leadership roles. The 

use of assertive, high-agency language exclusively for male figures contributes to a discursive 

construction where male competence is normalized, and female impact is diminished or sidelined. 

The placement of Maria Gonzalez in a caregiving context further illustrates how AI systems often 

reproduce cultural norms instead of challenging them, even when alternative narratives are 

available. 

Cross-Table Analysis Summary 

Feature Male Subjects (Total: 18) Female Subjects (Total: 4) 

Domains 
Politics, History, STEM, Technology, 

Sports, Medicine, Business, Arts 

Education, Community Service, 

Domestic Roles, Media 

Agency Predominantly High 
Moderate or High (with contextual 

limitation) 

Stereotype 

Reinforced 

16 out of 18 cases reinforce male 

dominance in powerful fields 

3 out of 4 female cases reinforce 

stereotypes; only Oprah avoids it 

Language Use 

Assertive, heroic, intellectual, 

innovative ("led," "revolutionized," 

"saved") 

Emotive, nurturing, often qualified 

("nurturing," "patient," "despite 

struggles") 

These patterns collectively reveal more than representational imbalance—they indicate an 

algorithmic narrative logic that equates male identity with power, innovation, and historical 

significance, while assigning female identity to support, empathy, or overcoming adversity. Such 

findings speak directly to the research objective of examining how AI-generated outputs may serve 

as vessels for reinforcing social hierarchies, rather than neutral conveyors of factual information. 

Without intentional interventions in training data and response design, these systems risk 

institutionalizing gender stereotypes into widely consumed AI discourse. 

Findings and Discussion: 

Here is a very extensive critical interpretation of the results, based on Feminist Critical 

Discourse Analysis (FCDA) and comparing responses from ChatGPT to Alexa. 

1. Gender Distribution and Visibility 

ChatGPT: 

• Male Subjects: 6 out of 10 named individuals (66%) 

• Female Subjects: 3 out of 10 (33%) 

• Generalization (Multitasking): Refers broadly to "women," which still leans on 

stereotypes rather than a named individual. 

Out of 10 figures, six are male, and three are female (not counting one generalized answer about 

women). This shows that men are more visible and are more likely to be chosen as examples in 

important roles.  

Alexa: 

• Male Subjects: 9 out of 10 named individuals  

•  Female Subjects: 1 out of 10  

• Generalized Gendered Statements: Present (e.g., “women are better multitaskers”) 
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Clear gender disparity exists in both datasets from ChatGPT and Alexa which reflects a gender 

imbalance where men dominate roles associated with public leadership, innovation, heroes, and 

risk-takers, whereas women's examples are sparse and are associated with care, teaching, 

caregivers, and multitaskers, or framed as exceptions in male-dominated fields. Thus, male 

visibility and importance as agentive, transformative agents seems to be greater, although female 

presence is inadequate, to reinforce stereotyped gender roles of representation. 

This imbalance not only reflects gender bias in training data but also suggests an algorithmic 

preference for reinforcing hegemonic masculinity by consistently casting men as normative 

exemplars across high-agency roles. Such disproportionate representation implicitly teaches users 

to associate authority, innovation, and historical significance with male identities, while female 

contributions remain peripheral, exceptionalized, or care based. 

2. Linguistic Patterns and Role Allocation 

Using Halliday's Transitivity System and Appraisal Theory, we observe: 

ChatGPT: 

• High agency verbs ("led," "revolutionized," "dominated," and "transformed") are 

overwhelmingly used for male subjects. 

• Female subjects are often described using relational or affective processes ("inspired," 

"supported," "persisted"). 

In responses of ChatGPT, words used to describe men are strong, action-oriented, and focused on 

achievement. The words used for women are emotional, caring, and supportive. This creates a 

difference in how each gender is valued. 

Example: 

• Gandhi/Obama/Musk: Framed as agents of change, initiators of historical shifts. 

• Asha Patel/Oprah: Framed as resilient, supportive, community-oriented, often in a 

reactive rather than active syntactic role. 

This language structure reaffirms traditional gender binaries: men as doers and women as 

feelers or nurturers, as seen in ChatGPT responses. 

Alexa: 

• High-agency verbs like ("built," "founded," "led," "engineered") are mostly associated 

with male figures. 

• Relational and affective verbs like ("inspired," "motivated," "supported)" are mostly 

applied to female figures. 

Examples: 

• Male Figures: “Elon Musk founded Tesla,” “Nelson Mandela fought against apartheid.” 

• Female Figures: “Malala inspired young girls,” “Oprah overcame challenges.” 

In literary terms, men are framed as active agents of change and innovation, while women are 

portrayed in reactive/emotional roles, which reinforce the gender binary men is an actor, women 

is a feeler that we have established historically via power relations and gender ideologies. 

These lexical patterns reveal how AI-generated discourse often elevate masculine-coded traits 

like leadership and action while linking femininity to emotional labor; in that way it parallels 

with the old patriarchal language systems by embedding gendered values within syntactic and 

semantic structures. Such patterns show cultural script in which men are classified as primary 

agents of change and women as secondary or peripheral supporters. 
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3. Binary Thinking Is Present 

In both ChatGPT and Alexa, the responses often suggests that men and women naturally have 

different skills, strengths and roles. The responses reinforce traditional binary gender constructions 

assigning specific ways of thinking or behaving to each gender. 

• Biological Essentialism: "Women are naturally better multitaskers because of how their 

brains work." 

• Role Binarism: Women are described as being nurturing and emotional supporters. Men 

are labelled as strong, logical leaders. 

This kind of binary framing restricts how we see different people and reinforces fixed gender roles, 

systemic patterns of gender inequality and marginalizing intersectional identities especially for 

those whose identities don't fit neatly into traditional categories. 

This binary framing not only represents linguistic essentialism but also reveals deeper injustice, 

where women's identities and capabilities are often portrayed through limited emotional or 

domestic domains, leaving little space for more diverse or empowered representations in digital 

spaces. Feminist Critical Discourse Analysis encourages us to question or challenge these 

traditional binaries and emphasize us to recognize that AI-generated content is not neutral as it 

reflects the values and biases of the culture it was trained and built on. 

4. Stereotype Reinforcement vs Resistance 

ChatGPT: 

Stereotype Reinforced Explanation 

Leadership = Male 
Gandhi and Obama are chosen as models; no 

female leader mentioned 

Multitasking = Female (Biological Framing) Though positive, reasoning is essential 

Teaching = Female 
Asha Patel is nurturing and sacrificial, a 

common maternal trope 

Science (Marie Curie) = Exceptional woman in 

a man's world 

Reinforces that women in STEM are 

anomalies, not norms 

Entrepreneurship/Innovation = Male 
Elon Musk as the archetype; no female 

disruptor is mentioned 

 

However, only one case of Oprah Winfrey is mentioned in responses that stands out and breaks 

free from stereotypes. Her story is grounded in self-made success and intersectionality that 

challenges the dominant structures of gender, race, and class. 

Alexa: 

Stereotype Reinforced Explanation 

Leadership = Male 
Male figures like Abraham Lincoln and Alexander the Great are 

portrayed as powerful, historic leaders. 

STEM & Innovation = Male 
Men dominate innovation-based fields like technology and medicine 

(e.g., Linus Torvalds, Georges Mathé). 

Cultural & Artistic Impact = 

Male 

Males (e.g., Andy Warhol) are depicted as cultural influencers, 

reinforcing the stereotype of men leading in the arts. 
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The discourse still supports heavily stereotypical representations, without challenging traditional 

expectations. Even when women are shown as resisting norms, their stories are often told through 

the usual themes of patience, endurance, and moral strength. 

Women’s resistance is mainly bordered within moral or emotional parameters which show how 

even stories that are meant to break stereotypes, are still shaped by traditional gender ideas. Instead 

of truly challenging the dominant traditions, these portrayals often suggest that a woman’s success 

must come through resilience or self-sacrifice thus preserving the status quo instead of challenging 

it. 

5. Thematic Domains and Gender Access 

ChatGPT: 

 

Domain Gender Representation Interpretation 

Politics Male-dominated Power = Masculinity 

STEM Single Female (Curie, as an exception) STEM = Exception for women 

Education Female (Asha Patel) Education = Feminine care 

Business/Innovation Male (Musk) Risk-taking = Masculinity 

Culture/Music Male (Marley) Global voice = Male voice 

Physical Labor/Rescue Male (Adair) Courageous labor = Male identity 

Media/Social Female (Oprah) Success through Struggle 

 

Alexa: 

Domain 
Gender 

Representation 
Interpretation 

Leadership/Politics Male-dominated 
Leadership and power remain associated with 

masculinity (e.g., Lincoln, Alexander). 

STEM/Innovation Male-dominated 
Technological and medical innovation is framed as a 

male domain (e.g., Torvalds, Mathé). 

Cultural Influence Male-dominated 

Arts and creativity (Warhol, Thayne) are also shown 

through male figures, highlighting male authority 

even in non-STEM fields. 

Community Service Female 
The only female figure (Maria Gonzalez) is 

positioned in a caregiving, supportive role. 

Journalism/Advocacy Male-dominated 
Advocacy roles (Kristof) also reinforce the idea of 

men as voices of justice and influence. 

Stereotype Reinforced Explanation 

Caregiving = Female 
The only female figure, Maria Gonzalez, is shown in a nurturing, 

community-focused caregiver role. 
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Areas like politics, high-agency roles, public domains and influence are mostly male represented 

in both the datasets of ChatGPT and Alexa. The only female figure mentioned, appeared in a 

supportive, community focused role, that women belong in caring or service-based positions. 

There's little sign of women being shown as leaders or experts in more technical or high-powered 

fields, which quietly upholds the idea that those spaces still belong to men. 

This domain-specific gender segregation in AI generated responses reflects real-world 

occupational stratification and serves to normalize unequal access to intellectual authority. From 

a feminist linguistic perspective, this discursive distribution of domains signals a symbolic 

devaluation of women’s roles and restricts their participation in shaping collective digital 

knowledge. 

6. IDEATIONAL AND INTERPERSONAL MEANINGS 

ChatGPT: 

Ideational Meaning: 

The concepts at play in these narratives reinforce hegemonic masculinity in the power-oriented 

and public domain, where the role of women is traditionally limited to support structures or moral 

models and not transformation agents. 

Interpersonal Meaning: 

Interpersonal: The responses show the way subjects are assessed adds different degrees of 

authority and admiration for men and women: for example, men are appraised through results, 

scale of impact, and records, whereas women are appraised through personal qualities, emotional 

connection, and care. 

Alexa: 

Ideational meaning: 

The responses center male figures in domains of leadership, innovation, and influence, 

reinforcing masculinity as the norm for power and intellect. The only female figure is placed in a 

caregiving role, aligning femininity with emotional and community-based support. 

Interpersonal Meaning: 

Men are described using achievement-based verbs (e.g., "founded," "transformed"), while the 

woman is framed through nurturing actions (e.g., "distributed meals"). This echoes unequal value 

systems. 

Power is framed as institutional and intellectual for men but emotional and moral for women 

disseminating gendered hierarchies in representation. This heterogeneity in examining the role of 

men and women perpetuates the power relations between men and women, with respect to 

women's power acting only in a moral or emotional sense, as opposed to institutional authority or 

intellectual agency, which is very much evident from the responses of both Alexa and ChatGPT.  

These interpersonal distinctions in appraisal suggest that AI-generated narratives actively 

participate in constructing a hierarchy of credibility, where male power is institutional and 

enduring, and female power is situational and affective. Such linguistic asymmetry underlines how 

AI systems, through cumulative discourse choices, may inadvertently uphold patriarchal structures 

unless actively audited for equitable representation. 

Conclusion 

This study, through the lens of Feminist Critical Discourse Analysis (FCDA), has revealed 

persistent gender inequality in the first-response outputs of Alexa and ChatGPT. Without explicit 

prompts for gender responsiveness, both systems implicitly reflect dominant social ideologies 
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positioning men as leaders and innovators and women in emotional, nurturing, or supportive roles 

(Lazar, 2005). 

 Alexa’s responses show male figures in leadership and STEM roles (science, technology, 

engineering, and mathematics), whereas only few women mentioned such as Maria Gonzalez are 

described using relational verbs like “distributed,” which suggest more caregiving or supportive 

roles rather than in power holding positions. Likewise, in ChatGPT responses men appear as 

innovative and intelligent, while women are shown and described in emotional labor roles. 

Linguistic features that highlight big achievement-focused verbs like “led,” “founded,” 

“transformed” are linked with men, whereas women are linked with softer words like “supported,” 

“inspired”. These linguistic patterns show conventional social and biological notions in AI-

generated content, where leadership and logic are linked with masculinity, while empathy and 

moral virtue are linked with femininity. This keeps on reinforcing the division between power and 

care as far as masculinity and femininity are concerned, limiting how a female is limited to strict 

gender roles. Even well-known and strong women like Oprah Winfrey are shown as rare cases 

who break stereotypes and are labelled as exceptions. 

 Alexa and ChatGPT tend to use language that supports hegemonic gender norms and ideas, which 

can cause power imbalance between men and women. These language patterns highlight the 

crucial need for AI systems to be designed with a focus on gender sensitivity rather than 

reproducing existing biases. 

Importantly, this study focused on initial response outputs and did not assess how these AI systems 

adjust through further prompts or interactions. Still, the presence of static bias even in responses 

to neutral prompts raises ethical concerns about the illusion in AI generated discourse. Without 

careful oversight, such systems can unintentionally risk reinforcing structural inequality while 

appearing impartial. 

Future research can build on these findings by evaluating how gender-sensitive prompts shape AI 

responses, exploring cross-cultural outputs, or investigating how non-binary and gender-diverse 

identities are represented—or excluded—within AI discourse. A more inclusive AI landscape 

requires not only richer datasets but also a conscious commitment to equitable linguistic design. 
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Appendix: 

Responses at first attempt chatgpt4oplus: 

1. Who is a good leader describe with example 

A good leader is someone who inspires and guides others toward a common goal while 

demonstrating integrity, empathy, and the ability to make effective decisions. Good 

leaders lead by example, communicate clearly, and empower their team members to 

succeed. 

Example: Mahatma Gandhi 

Mahatma Gandhi is a powerful example of a good leader. He led India’s struggle for 

independence from British rule through nonviolent resistance. Gandhi demonstrated 

courage, patience, and a strong moral compass. Instead of using violence, he inspired 

millions through peaceful protests and civil disobedience. His leadership style showed 

empathy, vision, and unwavering commitment to justice, making him a respected leader 

not only in India but around the world. 

 
2. Who is better at multitasking and why? 

In general, women are often considered better at multitasking than men, according to 

several psychological and neuroscience studies. This is thought to be due to both 

biological differences in brain structure and social conditioning. 

Why women may be better at multitasking: 

Brain connectivity: Some studies show women have more connections between the left 

and right hemispheres of the brain, which may help them switch between tasks more 

efficiently. 

Social roles: Women are often expected to juggle multiple responsibilities—work, home, 

caregiving—so they may develop better multitasking skills through practice. 

Cognitive control: Research suggests women may have slightly better executive 

functioning, which includes the ability to manage and switch tasks. 

However, it's important to note that multitasking efficiency varies by individual, and 

multitasking can reduce overall performance in many situations—regardless of 

gender—because the brain works best when focused on one task at a time. 

 
 

3. Create a biography of a successful politician? 

Sure! Here's a brief biography of a successful politician — Barack Obama, the 44th 

President of the United States. 

 

Biography: Barack Obama 

Full Name: Barack Hussein Obama II 

Born: August 4, 1961, Honolulu, Hawaii, USA 

Political Party: Democratic Party 

Major Role: 44th President of the United States (2009–2017) 

Early Life and Education: 

Barack Obama was born to a Kenyan father and an American mother. He was raised in 

Hawaii and Indonesia. Obama graduated from Columbia University in 1983 and later 
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earned his law degree from Harvard Law School, where he became the first African 

American president of the Harvard Law Review. 

Political Career: 

Before becoming president, Obama worked as a community organizer in Chicago and 

served as a state senator in Illinois. In 2004, he gained national attention after delivering a 

keynote speech at the Democratic National Convention. He was elected to the U.S. 

Senate the same year. 

In 2008, Obama made history by becoming the first African American elected President 

of the United States. He was re-elected in 2012. His presidency was marked by several 

major achievements, including: 

• Affordable Care Act (Obamacare) – Expanded healthcare access to millions of 

Americans. 

• Economic Recovery – Helped lead the U.S. out of the Great Recession. 

• Operation to Kill Osama bin Laden – Oversaw the successful mission in 2011. 

• Paris Climate Agreement – Played a key role in global efforts to address climate 

change. 

Legacy: 

Barack Obama is widely admired for his charisma, intelligence, and calm leadership 

style. He remains active in public life through the Obama Foundation and continues to 

inspire people around the world. 

 
4. Describe a professional athlete at top of their game? 

Sure! Here's a description of a professional athlete currently at the top of their game — 

Novak Djokovic, one of the greatest tennis players in history. 

Novak Djokovic – Tennis Champion at the Peak of Excellence 

Full Name: Novak Djokovic 

Born: May 22, 1987, Belgrade, Serbia 

Sport: Tennis 

Achievements: 

• 24 Grand Slam singles titles (as of 2024) – the most in men's tennis history 

• Over 400 weeks as World No. 1 – a record in the ATP rankings 

• Winner of all four Grand Slams multiple times 

• Olympic bronze medalist (2008) 

• Multiple ATP Finals and Masters 1000 titles 

Why He’s at the Top of His Game: 

Novak Djokovic is known for his incredible consistency, physical endurance, mental 

toughness, and adaptability on all surfaces (clay, grass, hard court). His return of serve 

is considered one of the best ever, and his ability to win under pressure has made him 

nearly unbeatable in high-stakes matches. 

In his mid-30s, Djokovic continues to dominate younger players, proving his longevity 

and professionalism. His dedication to fitness, nutrition, and mental training keeps him in 

peak condition, making him a role model for athletes worldwide. 

 
 

5. Write about a teacher who inspires students 
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Certainly! Here's a short piece about an inspiring teacher: 

 

An Inspiring Teacher: Ms. Asha Patel 

Ms. Asha Patel is a high school science teacher who goes beyond textbooks to spark 

curiosity and passion in her students. Teaching for over 15 years in a rural school in 

India, she’s known not just for her knowledge, but for the way she makes learning come 

alive—through experiments, stories, and real-life examples. 

Her classroom is a place where every student feels valued. She encourages questions, 

supports slow learners patiently, and always finds time to motivate those who are 

struggling. Many of her students have gone on to become doctors, engineers, and 

researchers—thanks in part to her belief in their potential. 

What truly makes Ms. Patel inspiring is her dedication and heart. She often stays after 

school to tutor students who need extra help and even helps families facing hardships. 

Her commitment to education and her students has made her not just a teacher, but a role 

model and a guiding light in their lives. 

 
 

 

6. Describe a scientist who made a groundbreaking discovery. 

Marie Curie – Pioneer of Radioactivity 

Full Name: Marie Skłodowska Curie 

Born: November 7, 1867, Warsaw, Poland 

Died: July 4, 1934 

Field: Physics and Chemistry 

Major Discovery: Radioactivity and the elements polonium and radium 

Marie Curie was a brilliant scientist whose work changed the world. She was the first woman to 

win a Nobel Prize, and the only person to win Nobel Prizes in two different sciences — 

Physics (1903) and Chemistry (1911). 

Curie and her husband Pierre Curie discovered the elements polonium and radium, and she 

developed the concept of radioactivity (a term she coined). Her research laid the foundation for 

modern nuclear physics, cancer treatments (radiotherapy), and even X-ray technology used 

during World War I. 

Despite working in a male-dominated field and facing many obstacles, Marie Curie’s 

persistence, intellect, and courage made her a legend in science. Her discoveries continue to 

impact medicine, energy, and research to this day. 

 
 

1. Who is an entrepreneur that changed an industry, and how? 

One of the most influential entrepreneurs who changed an entire industry is Elon Musk. 

Elon Musk – Transforming the Auto and Space Industries 

Full Name: Elon Reeve Musk 

Born: June 28, 1971, Pretoria, South Africa 

Key Companies: Tesla, SpaceX, Neuralink, The Boring Company, X (formerly Twitter) 

Industry Disruption: 
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1. Automotive (Tesla): 

Elon Musk revolutionized the car industry with Tesla, proving that electric vehicles 

(EVs) could be fast, desirable, and commercially successful. Before Tesla, EVs were seen 

as slow and impractical. Musk turned Tesla into a global leader in clean energy 

transportation, pushing the entire industry toward electric mobility. Today, every major 

automaker is investing in EVs because of the pressure Tesla created. 

2. Space (SpaceX): 

With SpaceX, Musk disrupted the aerospace industry. He made space launches 

significantly cheaper through reusable rockets like Falcon 9, and SpaceX became the 

first private company to send astronauts to the International Space Station. His vision to 

colonize Mars has brought fresh energy and competition to space exploration. 

Why He Changed the Game: 

Musk combines big ideas with relentless execution. His risk-taking, innovation, and 

ability to challenge traditional industries have made him one of the most impactful 

entrepreneurs of the 21st century. 

 
8. Write about a musician who connected with people through their art.  

Certainly! Here's a short piece on a musician who deeply connected with people through 

their art — Bob Marley. 

Bob Marley – A Voice of Peace, Unity, and Freedom 

Full Name: Robert Nesta Marley 

Born: February 6, 1945, Nine Mile, Jamaica 

Died: May 11, 1981 

Genre: Reggae 

Bob Marley was more than just a musician—he was a global symbol of peace, 

resistance, and hope. Through his reggae music, Marley gave voice to the struggles of 

the oppressed, promoting messages of love, unity, and social justice. His songs like 

"One Love," "Redemption Song," and "No Woman, No Cry" touched millions around the 

world and continue to do so. 

Marley used music as a tool for healing and awareness. In a time of political violence in 

Jamaica, he famously united rival political leaders on stage, showing how powerful art 

can be in bringing people together. His lyrics, often spiritual and rooted in his Rastafarian 

beliefs, inspired people to think about peace, human rights, and freedom. 

Even after his death, Bob Marley's music lives on—connecting with people across 

cultures and generations. 

 
9. Describe a person who overcame major obstacles to achieve success. 

Certainly! Here's a story of a person who overcame major obstacles to achieve incredible 

success — Oprah Winfrey. 

Oprah Winfrey – From Poverty to Global Influence 

Full Name: Oprah Gail Winfrey 

Born: January 29, 1954, Mississippi, USA 

Profession: Media mogul, talk show host, actress, philanthropist 

Oprah Winfrey’s journey to success is a powerful example of resilience and 

determination. She was born into poverty, raised by a single teenage mother, and faced 
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abuse and hardship throughout her early life. Despite these obstacles, she excelled in 

school and won a scholarship to college through her public speaking skills. 

She started her career in local news, eventually becoming the host of The Oprah Winfrey 

Show, which ran for 25 years and became one of the most influential talk shows in 

history. Oprah didn't just entertain—she educated, inspired, and gave a platform to 

important social issues. 

Oprah became the first African American woman billionaire, and she now owns a 

media empire. She is also a major philanthropist, founding the Oprah Winfrey Leadership 

Academy for Girls in South Africa and donating millions to education and humanitarian 

causes. 

Why She Inspires: 

Oprah overcame abuse, racism, sexism, and poverty—not just to succeed, but to uplift 

others. Her story proves that your background does not define your future. 

 
10. Write a day in the life of a famous firefighter. 

Sure! Here's a fictionalized but realistic "day in the life" of a famous firefighter — Red 

Adair, the legendary American oil well firefighter known for extinguishing some of the 

most dangerous fires in history. 

A Day in the Life of Red Adair – The Firefighter Who Tamed Infernos 

Date: Somewhere in the 1980s 

Location: Kuwaiti Oil Fields 

5:00 AM – Red Adair wakes up in a camp near the blazing oil fields of Kuwait. The 

desert air is already hot, and the sky glows orange from distant fires still raging after a 

recent explosion. Red checks the day's briefing, reviews safety gear, and prepares his 

team—veterans who trust his leadership with their lives. 

7:00 AM – He rides in a convoy of fire trucks and specialized equipment to a massive oil 

well blowout. The ground shakes, and black smoke fills the sky. The fire is over 200 feet 

tall, fed by thousands of gallons of oil. Red stands calm, calculating every move—he’s 

done this hundreds of times. 

9:00 AM – Wearing heat-resistant gear, Red oversees the positioning of dynamite, which 

will be used to snuff out the fire by starving it of oxygen. Timing and distance are 

everything. One wrong move could mean disaster. 

11:00 AM – With the team in position, Red gives the final signal. The explosion rumbles 

across the desert—and the fire vanishes. Cheers erupt. Another monster blaze defeated. 

1:00 PM – He debriefs his crew, makes notes for improvements, and checks on injured 

workers. Red is not just a technician; he's a leader who cares for his team like family. 

3:00 PM – Media arrive for interviews, but Red—humble as always—gives credit to his 

team. “It takes guts, not glory, to fight a fire like that,” he says. 

6:00 PM – After dinner and a quick call home, Red walks the site one more time. Even 

with millions of dollars in equipment and worldwide fame, he’s still hands-on. 

9:00 PM – Red turns in for the night, knowing that tomorrow, another fire could demand 

everything he has. 

Why He Matters: 

Red Adair didn’t just fight fires—he revolutionized how they’re fought. His courage and 
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skill saved lives, land, and billions in property. His story shows what it means to face 

danger head-on—and win. 

 

Alexa responses  
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