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Abstract: 

Lexical bundles function as building blocks in the spoken or written discourse. Lexical 

bundles are the central focus of corpus-based research. The corpus design plays a 

vital role in successful research on lexical bundles, as the data quality directly 

influences the identification of lexical bundles. The present study is descriptive in 

nature and focuses on reviewing the literature on the design of a corpus that can be 

used for extracting lexical bundles. It discusses the internal and external classification 

of corpora and several issues that a researcher should consider before designing a 

corpus. It further reviews several structural and functional taxonomies identifying 

frequently used lexical bundles.  

Keywords: Design of Corpus, Lexical Bundles, Extraction of Lexical Bundles, Corpus 

Linguistics, Structural and Functional Taxonomy for the classification of lexical bundles 

1.1  Introduction 

Academic writing seems to be a challenging task for most second-language learners (Li 

& Akram, 2023, 2024; Ramzan et al., 2023). Novice researchers and ESL learners strive to 

achieve the proficiency required for writing scholarly articles and publications. One reason for 

this is their limited knowledge of the balanced use of genre-specific vocabulary (Amjad, 2022; 

Ramzan & Khan, 2024). To present an argument effectively, learners are expected to 

understand the contextual use of words (Ahmad et al., 2022; Amjad et al., 2021). This 

knowledge is not only limited to the appropriate use of vocabulary but also requires an 

understanding of how to use pre-fixed structures in a balanced manner (Salazar, 2014; 

Shirazizadeh & Amirfazlian, 2021). Specific structural patterns and functions are associated 

with these word combinations, commonly known as lexical bundles.  

Lexical bundles function as building blocks in the spoken or written discourse (Biber 

& Barbieri, 2007). Lexical bundles are three-word or four-word sequences that exist together 

in a discourse (Cortes, 2004) and are commonly known for establishing fluency, sense, context, 

and coherence in an academic discourse. Biber et al. (1999) described these fixed expressions 

as the most frequently occurring bundles in a register, for instance, in the end of, at the 

beginning of, it is clear that, as a result of, etc. Lexical bundles have been part of the discussion 

for decades. Biber et al. (2004) referred to these multiword units as “lexical bundles, formulas, 

routines, fixed expressions, prefabricated patterns, prefabs, and lexical phrases” (P. 372). These 

expressions can be impactful in shaping an argument. As the selection of suitable vocabulary 

enhances the effectiveness of conversation, similarly, the effective use of lexical bundles 

renders writing convincing and logical. 
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Lexical bundles remained a significant focus of corpus linguistics. Several corpus-

based studies have emphasized the advantages of learning these frequently used lexical bundles 

(Haswell, 1991; Altenberg, 1998; Biber et al., 1999; Cortes, 2004 & 2006; Hyland, 2008a; 

Chen & Baker, 2010; Salazar, 2011; Johnston, 2017; Amjad, 2022). Lexical bundles can help 

establish spoken and written discourse, and the suitable use of lexical bundles makes a text 

organized, engaging, and persuasive. According to Bamber (1983), McCully (1985), and 

Cortes (2006), lexical bundles have been considered a sign of proficient language use for 

developing academic writing. In addition, Haswell (1991) claims that using lexical bundles in 

writing depicts maturity, while the lack of these expressions indicates novice writers. 

Therefore, the appropriate and adequate use of bundles is considered a sign of proficiency (Wei 

& Lei, 2011) and an indicator of expertise in writing and discourse community membership 

(Salazar, 2014). 

As previously discussed, the corpus-based approach is integral to lexical bundle studies. 

Several studies have employed this approach to study lexical bundles (Altenberg, 1998; Butler 

(1997; Biber et al., 1999; Cortes, 2004; Biber et al., 2004; Hyland, 2008a; Chen & Baker, 2010; 

Salazar, 2011; Johnston, 2017; Lu & Deng, 2019; Amjad 2022). Alternberg (1998) can be 

considered the pioneer of this type of research, who used the London-Lund Corpus to study 

lexical bundles. Butler (1997) analyzed a large corpus of Spanish texts and used a similar 

approach to study lexical bundles. Biber et al. (1999) further analyzed the corpus of Longman 

Grammar of Spoken and Written English to study lexical bundles. Biber et al. (2004) studied 

lexical bundles by analyzing the T2K-SWAL Corpus, comprised of texts from classroom 

teaching and textbooks. Cortes (2004, 2006) analyzed corpora of texts of published writings 

and students' texts to study lexical bundles. Hyland (2008a) studied the structural and 

functional use of lexical bundles, analyzing a corpus of 3.5 million words comprised of texts 

of research papers, PhD and Master's theses in four domains. Similarly, Salazar (2011) 

analyzed a sample of 1.3 million words from the Health Science corpus and studied lexical 

bundles found in scientific publications. Amjad (2022) studied lexical bundles found in a 

corpus of official documents.  

All these studies of lexical bundles involved corpora vary based on size, type of texts, 

and design. To understand the significance of the design of a corpus, it is crucial to know why 

corpus design plays a pivotal role in corpus-based research and what key factors should be 

considered while designing a corpus. As previously mentioned, the balanced use of lexical 

bundles shows the researcher's expertise and proficiency. So, it is mandatory to identify lists 

of lexical bundles that should be extracted from a well-designed corpus. It should be balanced 

in terms of quantity, quality, representativeness, and documentation. Also, it is crucial to 

identify relevant taxonomies for structural and functional analysis so that the validity of the 

research and target bundle lists may not be compromised.  

 

1.2  Research Objectives 

The objectives of the current study are: 

 To review the methodologies to design a corpus that can be used for the extraction of 

lexical bundles 

 To review the structural and functional taxonomies to extract the frequently used lexical 

bundles 
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1.3  Research Questions 

1. What are specific methodologies that can be used to design a corpus for extracting 

lexical bundles? 

2. What are the structural and functional taxonomies that can be utilized to extract the 

frequently used lexical bundles? 

1.4  Rationale of the Study 

This research paper aims to review various methodologies to design a corpus 

considering internal and external classification for extracting lexical bundles. Compilation of 

the corpus is a crucial task. Thus, it is significant for novice researchers and learners to learn 

about issues related to the design of a corpus to maintain the quality of research. This research 

study will contribute in the form of a literature review and assist future researchers in compiling 

a corpus for extracting lexical bundles. Moreover, researchers face difficulties identifying a 

particular taxonomy for lexical bundles' structural and functional classification. This paper will 

review several taxonomies employed in previous studies to extract lexical bundles. 

2.  Designing a Corpus for the Extraction of Lexical Bundles 

2.1  What is Corpus? 

McEnery and Wilson (1996) define a corpus as a principled collection of machine-

readable text sampled to represent a language or a variety. In addition, a corpus is a digital 

database selected by following external criteria for representing language, dialect, and subset 

(Sinclair, 2005). McEnery and Hardie (2012) also define corpus as a digital collection of text, 

spoken or written, which involves annotation of linguistic information. It is evident that a 

corpus is neither a collection of text nor a digital database, but it surely involves certain 

characteristics to be an ideal corpus. Dash (2010) presented salient features of an ideal corpus.   

 A corpus should consist of an extensive database, ensuring the involvement of 

authentic, humanized, and natural occurrences of written or spoken language 

transcripts. The feature of size will be meaningless if a corpus involves language 

generated from non-humanized, experimental, and AI-based sources. A researcher 

should maintain quantity as well as quality while designing a corpus. So, the corpus 

should involve texts from natural occurrences or human interactions, i.e., published 

articles, textbooks, newspapers, reports, and lectures. 

 A corpus should consist of plain texts. An ideal corpus follows the principle of 

simplicity and avoids texts that need further annotation for their description unless 

necessary. 

 A corpus should be representative of its texts. It indicates that an ideal corpus only 

involves samples representing a particular language variety and ensuring balance 

and diversity. Also, if the results from a corpus can be applied to language or a 

certain facet of language in general, then the corpus is considered representative 

(Evans, 2018). A researcher should be careful while handling this issue because the 

corpus's representation may affect the research's credibility.  

 An ideal corpus is well-documented and open for any kind of verification. 

Annotations, additional information, and references should be kept separate and 

managed well. Several corpus management tools can help manage the 

documentation of a corpus. 

 An ideal corpus supports the augmentation of data regularly, and it is only 

possible when a corpus is documented and designed properly.   
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Figure 1: Salient features of a Corpus 

Novice learners often face challenges in understanding what a corpus is. While the 

features mentioned earlier can contribute to developing a clearer understanding of what a 

corpus is, it still needs to distinguish what a corpus is or what it is not. Friginal (2018) indicates 

that it is a large, systematically compiled collection of natural texts empirically analyzed using 

computer technology through automated and interactive techniques. Bennet (2010) further 

contributes to this context by highlighting a few limitations of the corpus approach, such as the 

fact that it is incapable of offering negative evidence, directly explaining "why," and storing 

the entire language. Despite these limitations, the corpus technique effectively uses both 

quantitative and qualitative approaches for analysis (Biber et al., 1998). The quantitative 

approach is particularly suitable for identifying the frequency patterns, while the qualitative 

approach helps address the questions related to "Why".  

While designing a corpus for the identification of the target bundles, it is essential to 

understand the corpus's classification. According to Friginal (2018), a corpus with an authentic 

design and systematic compilation can yield reliable data, significantly enhancing the validity 

of a study's conclusions. The subsequent section of this paper examines corpus classification 

in detail. 

2.2  Classification of Corpus 

A corpus and its components can be further classified by viewing external and internal 

criteria. External criteria are primarily aligned with corpora derived from specific text types. 

These criteria focus on factors such as participants, medium, setting, social context, collection 

purpose, and the communicative purpose of the language. In contrast, internal criteria 

emphasize the repetition of language patterns within the components of the text and take into 

account the details of the language of the text. It focuses on textual and linguistic content. Clear 

(1992) posits that external criteria should be more focused while designing and creating 

corpora. Dash (2010) categorized corpora, viewing all these factors more broadly. 
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Figure 2: Classification of Corpus 

2.2.1  Genre of Text 

A corpus can be further sub-classified into written corpus, speech corpus, and spoken 

corpus based on the genre of the text. Several studies on lexical bundles (Biber et al., 1999; 

Biber & Barbieri, 2007; Shirazizadeh & Amirfazlian, 2021) claim that lexical bundles are used 

differently in written and spoken texts. So, it can be significant to study lexical bundles based 

on the genre of texts. 

2.2.1.1 Written Corpus 

A written corpus consists of texts derived exclusively from written, printed, 

disseminated, or electronic sources. These include newspapers, emails, SMS texts, website 

texts, books, and research articles. An example of a written corpus is the Oxford English Corpus 

(OEC), which comprises around 2.1 billion words of 21st-century English.  
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2.2.1.2 Speech Corpus 

A speech corpus consists of transcripts of speech, oral and real-life communication, 

including monologues, dialogues, classroom lectures, interviews, and formal and informal 

sessions. Considering the type of texts, a speech corpus can be further categorized into read 

speech (books, word lists, and broadcast news) and spontaneous speech (map tasks, dialogues, 

narratives, and appointments). Examples include the Karl Eberhard Corpus (KEC), the 

Buckeye Corpus, and the Santa Barbara Corpus of Spoken American English (SBCSAE). 

2.2.1.3 Spoken Corpus 

An extension of the written and speech corpora is the spoken corpus. It consists of texts 

derived from spoken materials and often includes complex annotations, i.e., phonetic 

transcriptions of the spoken texts. Examples include the Australian National Database of 

Spoken Language (ANDOSL) and T2K-SWAL. Friginal (2018) suggests by comparing all these 

corpora that a written corpus is reasonably easier to generate than others because of their 

complex and advanced nature.  

2.2.2  Nature of Text 

Considering the nature of the text, Dash (2010) classified corpora into general corpus, 

specialized corpus, sample corpus, learner corpus, and literary corpus. Corpora, which is 

comprised of authentic language samples from individuals belonging to specific communities, 

is classified according to various categories and criteria. A significant difference in these types 

can be witnessed in the number of users and the variety of languages they aim to represent. A 

corpus can be designed to analyze the language of a specialized group of users or the language 

produced in specific situations, places, or interactions. More specifically, a corpus may aim to 

include a comprehensive representation of spoken and written transcripts within a particular 

language, such as American English, Tagalog, and Cantonese. 

2.2.2.1 General Corpus 

A general corpus, also known as a reference corpus, includes diverse text samples based 

on genre, discipline, subject, and register (Evans, 2018). Dash (2010) indicates that a general 

corpus supports augmentation and grows over time for the availability of new texts. For that 

reason, a general corpus is wide in coverage and large in size, but despite that nature, it 

maintains representation. Friginal (2018) indicates that a general corpus consists of hundreds 

of millions of words, covering various branches of knowledge, multiple registers, and both 

spoken and written texts. It is usually created to represent the language usage of broad and 

diverse populations. Examples of general corpora are the American National Corpus (ANC), 

the Corpus of Contemporary American English (COCA), and the British National Corpus 

(BNC).  

2.2.2.2. Specialized Corpus 

Corpus utilized for the teaching-learning process is often specialized and tailored to 

specific registers or speech events. Specialized corpora are considerably easier to design 

compared to general corpora. They are created to reflect language use in particular fields or 

contexts, such as medical talks, courtroom trials, published research papers, reports, and books. 
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Specialized corpora are used in ESP settings and allow researchers to analyze various specific 

linguistic factors. According to Bennet (2010), these kinds of corpora are small and used to 

answer particular research questions. Examples are the Nottingham Health Communication 

Corpus and CHILDES, comprised of children's language transcripts (MacWhinney, 1992). 

2.2.2.3 Sample Corpus 

Dash (2010) describes a sample corpus as a type of specialized corpus that includes 

meticulously chosen text samples that have been thoroughly examined. It is limited in size, 

reflects a language or language variety at a specific time, and strives to sample linguistic data 

in a balanced manner. Therefore, a sample corpus does not support augmentation after its 

development, as any modification may introduce skewness (Sinclair, 1991). The examples of 

sample corpora are the Guangzhou Petroleum English Corpus and the Zurich Corpus of 

English Newspapers 

2.2.2.4 Learner Corpus 

Another type of specialized corpus is a learner corpus that is used to study written and 

spoken texts produced by learners of a particular language. These kinds of corpora are generally 

tagged and used to investigate transcripts of learners so that the most common errors of learners 

can be identified (Bennet, 2010). Examples of general corpora are the Standard Speaking Test 

Corpus (SST) and the International Corpus of Learner English (ICLE) (Granger, 2003). A 

learner corpus is commonly used for language teaching. 

2.2.2.5 Pedagogic Corpus 

It is a corpus that studies language use in classroom settings. It involves written and 

spoken texts produced in education settings such as classroom lectures, interactions during the 

teaching-learning process (Akram & Yang, 2021), and textbooks. The pedagogic corpus can 

be used by instructors as a tool of reflective teaching to assess learners' performance, teacher-

student dynamics, and development in the teaching-learning process.   

2.2.2.6 Literary Corpus 

A literary corpus consists of works of literature and can be categorized based on volume, 

author, period, group, or genre (Dash, 2010). For example: 

 By Author: Shakespearean plays, Hardy's Novels, Keats' Odes 

 By Period: 20th-century literature, Post-Colonial Literature, Victorian Literature 

 By Group: Lake District Poets, The Cavalier Poets, Realists  

 By Genre: Novels, prose, short stories, poetry, odes and drama 

The choice of corpus depends on the context and purpose of the study. Depending on the 

study's objectives, researchers studying multiword sequences can use a learner, sample, or 

specialized corpus. A researcher can utilize a specialized corpus to study differences in bundle 

usage in native and non-native writings. A researcher can study a sample course to study the 

use of bundles in specific discourse. A beginner can use a learner corpus for research purposes. 

For stylistic analysis, a researcher can utilize written text or a literary corpus that can be 

annotated morphologically, grammatically, phonologically, and semantically. 
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2.2.3  Type of Text 

Considering the number of languages or subsets, corpora can be classified as 

monolingual (single), bilingual (two languages), or multilingual (more than two languages). 

As long as their co-occurrence and interaction do not impede the researchers' main purpose, 

Dash (2010) affirms that the content of these corpora includes both oral and written instances. 

2.2.4  Purpose of Design  

Dash (2010) classifies corpora into: 

2.2.4.1 Unannotated Corpus 

An unannotated corpus is a simple collection of plain texts devoid of any extra-

linguistic or non-linguistic elements. Although these kinds of corpora tremendously improve 

language studies, their value can be much increased by annotation. 

2.2.4.2 Annotated Corpus 

An annotated corpus, such as the British National Corpus (BNC), has tags and codes 

added by designers to offer further text information. Analytical indicators, parts-of-speech 

(POS), and grammatical category specifics could all be found in this material. An annotated 

corpus is more appropriate than an unannotated corpus for giving relevant data, which is quite 

important in many language technologies applications, including: 

 Information retrieval 

 Word sense disambiguation 

 Machine translation  

 Morphological processing 

 Sentence parsing 

Both annotated and unannotated corpora play a pivotal role in lexical bundle studies. A 

corpus can be morphologically, semantically, and syntactically annotated in lexical bundle 

studies. Also, Researchers interested only in determining frequency can use an unannotated 

corpus. Researchers can employ semantically tagged and POS-tagged annotated corpora for 

studies focusing on semantic and syntactic properties.  

2.3  Creating a Corpus 

Bennet (2010) suggests a certain framework for researchers to design a corpus. 

Considering this framework, a researcher should first determine the research questions to 

address the purpose of the research. As mentioned earlier, if a corpus is not designed well, it 

may compromise the validity and reliability of research. So, it is pivotal to determine the 

objectives of the research and to make the choice of the design of the corpus accordingly, 

considering several factors. Here, it raises the question of whether an appropriate and balanced 

corpus can be selected or not. According to Sinclair (2004) and Evans (2018), a pre-existing 

corpus can be selected if it achieves the objectives of the research and follows a specific 

criterion, but it is preferable to design a corpus to address the purpose of the research if a 

researcher fails to find a pre-existing corpus. 
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After deciding on creating a corpus, certain factors are necessary to consider, which 

include size, balance, and representation (Evans, 2018). For the identification of lexical 

bundles, a corpus should be cautiously created by considering key factors like the overall size 

of the corpus, i.e., 1 million words or more, representation, and balancing issues, i.e., varieties 

of languages or subsets, nativity, i.e., native speakers or non-native speakers, selection of 

specific time frame, i.e., 2020-2024, specific text samples, i.e. PhD theses, published research 

papers, newspapers, official correspondence, and the technique for the selection of samples i.e. 

random, regular, stratified, proportional or purposive sampling. Since these multi-word 

sequences can be genre-specific, including a balanced and representative range of varieties is 

crucial. In addition, large corpora are generally considered more reliable for identifying target 

bundles, so studies, i.e., Sinclair (1991 & 2004), Dash (2010), and Amjad (2022) often 

recommend a corpus of more than one million to extract these recurrent words sequences.  

In addition, corpus management, corpus sanitation, and copyright issues need to be 

addressed timely to maintain accuracy and usability. Also, it involves finding a relevant 

concordance tool for the quantitative analysis. After designing a corpus, concordance software, 

i.e., AntConc, WordSmith, and MonoConc, can be used to support a variety of search options. 

These types of concordance software can help study words, phrases, bundles, documents, text 

types, and corpus structures. A corpus can be massive, so it can be difficult to manage tedious 

results. In such conditions, concordance can be managed by sorting, filtering, counting, and 

processing the data to achieve desired results. The next part of the study highlights certain 

methodologies to help avoid these issues.  

Table 1. Framework for Designing a Corpus (Bennet, 2010) 

Determine the research questions 

Determine the register 

Select an appropriate design (supporting the register and type of text) 

Identify a concordance tool for the quantitative analysis. 

Engage in qualitative analysis. 

3.  Methodologies for Extracting Lexical Bundles  

Extraction of lexical bundles involves advanced tools to analyze a large corpus, i.e., 

concording tools. In addition, extraction methods involve decisions related to the distribution 

of these sequences, which depend on certain factors like length, frequency threshold, and 

lexical dispersion. This paper further explains these factors in comparison to previous studies.  

Figure 3: Distribution of Lexical Bundles 

Length
Frequency 
Threshold

Lexical 
Dispersion
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3.1  Length 

Lexical bundles, defined by Biber et al. (1993) as commonly recurring sequences of 

words, require specific criteria for identification, one of which is determining the length of 

these multiword units. The size of these bundles typically ranges from three to five words, 

depending on the study's objectives and scope. Earlier research often utilized three-word 

bundles (Biber et al., 1999), while subsequent studies tended to favor four-word bundles 

(Hyland, 2008a, 2008b; Chen & Baker, 2010; Adel & Erman, 2012; Alamri, 2017; Johnston, 

2017; Lu & Deng, 2019). Hyland (2008a) established that four-word lexical bundles provide 

greater structural and functional clarity compared to three-word bundles. In addition, several 

researchers have explored both four- and five-word bundles (Cortes, 2004; Chen & Baker, 

2010; Salazar, 2011; Yousaf, 2019; Amjad, 2022; Aziz, 2022). Considering the above studies, 

it is evident that the length of these multiword units can be fixed between three to five words. 

3.2  Frequency 

The identification of lexical bundles is typically based on a frequency-driven approach. 

Amjad (2022) described the frequency criterion as the minimum occurrence threshold required 

for a recurring sequence to be classified as a lexical bundle. This involves assessing the 

distribution of lexical bundles by examining their appearance across multiple texts. Setting an 

appropriate frequency threshold is fundamental for defining bundles within a corpus, as it 

directly influences the identification process. According to Cortes (2004), frequency is the most 

critical feature for recognizing lexical bundles. Similarly, Conrad and Biber (2005) emphasized 

that the frequency threshold is not fixed but contingent on factors such as corpus size, bundle 

length, token count, and text type.  

Biber et al. (1999) set a frequency of 40 instances per million words (pmw), 

corresponding to a minimum of 10 occurrences. This threshold was particularly designed for 

the identification of three- and four-word bundles. For longer sequences, the frequency cut-off 

can be adjusted accordingly. In the case of spoken data, Biber et al. (1999) proposed a minimum 

frequency threshold of 40 instances per million words. In comparison, for written data, the 

frequency cut-off may range between 10 and 20 per million words, depending on corpus size, 

as noted in prior research (Cortes, 2004; Hyland, 2008a, 2008b; Salazar, 2011; Yousaf, 2019; 

Aziz, 2022).  

3.3  Lexical Dispersion 

Lexical dispersion refers to the distribution of words across different sections of a 

corpus. It also determines the extent to which lexical bundles appear in multiple text samples 

within the corpus. Lexical dispersion serves as a crucial criterion for identifying lexical 

bundles. Ensuring appropriate dispersion is vital to mitigate the influence of an author's writing 

style on the research outcomes. Biber (2009) noted that the range criterion ensures that a text's 

recurrent bundles are formulaic rather than unique features of an individual author's style. 

Determining the appropriate range for lexical dispersion raises the question of what 

value should be adopted to demonstrate the distribution of lexical bundles across a corpus. 

Chen and Baker (2010) observed that the range varies depending on the study, typically falling 

between three and five texts. Biber et al. (1999) and Biber (2006) proposed a range of five texts 
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to define multiword expressions as lexical bundles. Similarly, Cortes (2004) suggested that a 

bundle must appear in at least five texts. Other researchers have recommended variations in the 

range: Biber and Barbieri (2007) suggested three to five texts, Johnston (2017) set the range at 

four texts, while Yousaf (2019) and Aziz (2022) advocated for five texts. Alternative studies 

have employed proportional criteria, such as 10% of the corpus (Hyland, 2008a, 2008b, 2012), 

5% (Biber & Barbieri, 2007), 2% (Biber et al., 2004), and 1% (Amjad, 2022). 

As previously discussed, extraction methods involve decisions related to the 

distribution of the sequences, which depend on certain factors like length, frequency threshold, 

and lexical dispersion. After putting the fixed values in the concordance software, multiword 

units can be extracted as a list. This list can be further processed and used for pedagogical 

purposes. 

4.  Exclusion of Lexical Bundles  

After retrieving lexical bundles in the form of a list, certain bundles should be removed 

following a specific exclusion criterion to increase the pedagogical significance of the 

generated list. A researcher should focus only on meaningful bundles rather than context-

specific and genre-specific units that may cause ambiguity and raise generalization issues. 

Exclusion criteria may vary depending on the nature of the study. Several studies on bundles 

followed the exclusion method to target bundles, which had great pedagogical significance 

(Vlach & Elis, 2010; Salazar, 2011; Rahimi, 2016; Amjad, 2022). Table 2 outlines the types of 

bundles that can be considered for exclusion: 

Table 2: Exclusion Criteria  

Sr. Type of 

Bundles 

Description Excluded Bundle Included 

Bundle 

1. Short 

Fragments 

Short fragments of the lengthy 

bundles will be exempted, and 

only the larger bundle will be 

considered on the list. 

at the beginning, 

the beginning of 

the,  

of the current 

study 

at the 

beginning of 

the current 

study  

2. Overlapping 

Fragments 

Bundles that overlap with other 

bundles and share the same 

semantic and syntactic structure 

can be fused into one. 

the nature of the 

(F 33, R20) 

 of the study is  

(F 33, R20) 

the nature of 

the study is  

3. Subsumption Fragments with lower 

frequencies can be fused and 

merged into bundles with higher 

frequencies to avoid repetition. 

the beginning of 

the (F 45, R 20) 

at the beginning of 

(F 44, R 20) 

(at) + the 

beginning of 

the (F 45) 

4. Irregular 

Fragments/ 

Meaningless 

Fragments 

Fragments have irregular 

structures, are meaningless, and 

involve numerical values. These 

bundles lack semantic function. 

in section no. ii, 

 that there is a, 

 it an is 

 

5. Topic-based 

Fragments 

These bundles are context-

dependent and topic-specific. 

Prime Minister Imran Khan, 

Critical Discourse Analysis 
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5.  Classification of Lexical Bundles 

The classification of lexical bundles has been explored through various taxonomies. 

Most studies categorize lexical bundles based on their structure and function. 

5.1  Structural Classification of Lexical Bundles 

Biber et al. (1999) provided a comprehensive classification of bundles based on 

structural patterns. Biber et al. (1999) identified significant structural associations among 

lexical bundles, with these associations varying across registers. For example, in conversation, 

lexical bundles often consist of a pronoun followed by a verb and a complement phrase within 

a clause, such as He is going to forget that. In contrast, lexical bundles frequently comprise 

NPs and PPs in academic prose, such as the beginning of the, as a result of, in the end of, and 

in the present study. He further observed that these bundles mostly involve incomplete 

structures. Based on these observations, Biber et al. (1999) established a structural taxonomy 

of lexical bundles, reflecting their properties and distribution across registers. Biber et al. 

(1999) classified lexical bundles into the following categories:  

Table 3: Structural Classification of Bundles in Academic Prose (Biber et al., 1999) 

 
Several researchers used Biber et al.'s (1999) taxonomy as a base and developed their 

taxonomy from time to time. Salazar (2014) also contributed to this structural taxonomy of 

Biber et al. (1999) by introducing five additional types. Salazar (2014) used this taxonomy to 

identify a list of target bundles found in published scientific writings.  
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Table 4 Structural Classification of Bundles in Scientific Writings (Salazar, 2014, p. 51) 

 
5.2  Functional Classification of Lexical Bundles  

The study of lexical bundles initially focused on investigating their formal properties 

and intrinsic features. This was later extended with efforts to classify them according to their 

functional roles. Cortes (2004) introduced an initial framework for functional classification, 

which was subsequently extended by Biber et al. (2004). Their taxonomy outlines the primary 

functions of lexical bundles as follows: 

 
Figure 4: Primary Functions of Lexical Bundles 

Biber et al.'s (2004) functional taxonomy is illustrated below in Table 5: 
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Table 5: Functional Classification of Lexical Bundles (Biber et al., 2004, pp. 371-405) 

 
 

Hyland (2008a) also introduced a functional taxonomy to illustrate the functional 

categories of lexical bundles in academic writing. This taxonomy is grounded in Halliday's 

(1994) linguistic 3 macro functions. Hyland (2008a) also classified lexical bundles into three 

primary types, providing a clear explanation of their respective purposes within this 

framework. The bundles identified in the corpus can also be categorized into these three main 

types, reflecting Halliday's (1994) macro functions: 

 

 Research-oriented bundles (also referred to as real-world clusters) serve an ideational 

function as they convey content and describe real-world activities. 

 Text-oriented bundles perform a textual function as they organize discourse and 

connect ideas within the text. 

 Participant-oriented bundles express interpersonal meanings, focusing on interactions 

and relationships among participants. 

 

Hyland's (2008a) functional taxonomy is summarized below in Table 6. 
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Table 6: Functional Classification of Lexical Bundles (Hyland, 2008a, pp. 04-21) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Various taxonomies have been proposed for the structural and functional analysis of 

lexical bundles, each offering distinct perspectives. Collectively, these taxonomies have made 

significant contributions to the development of relevant literature. The frameworks presented 

by Biber et al. (2004) and Hyland (2008a) are particularly valuable for understanding and 

analyzing the functions of lexical bundles in academic contexts. 
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6.  Applications of Lexical Bundles 

Corpus has revolutionized all branches of linguistics and foregrounded many new 

disciplines of research (McEnry et al., 2006). Among those, lexical bundles remain of key 

interest to researchers due to their wide utility and application in research and academia. 

Lexical bundles play a significant role in multiple ways: 

 According to Conrad and Biber (2005), lexical bundles can help improve the 

academic writing skills of learners. Considering the pedagogical needs, these 

sequences can be used in the teaching-learning process (Akram & Abdelrady, 2023, 

2025). ESP courses can be designed by viewing the needs of instructors and 

learners, and these multiword units can help in the development of EAP and EOP 

material (Ramzan et al., 2025; 2021; 2020). Bundles can play a crucial role in 

second language acquisition. The frequent bundles can be part of language 

programs that help maintain native-like fluency and language proficiency.  

 Further, multiword sequences can be an essential part of a discourse. These bundles 

can bring meaning to the text. Also, bundles are responsible for organizing and 

structuring a discourse and expressing the author's stance. These sequences help 

maintain coherence and cohesion in a discourse. The use of bundles may vary 

across several registers, so bundles can help study these variations. Multiword 

sequences operate differently in spoken discourse, i.e., they maintain interpersonal 

interaction and bring organization. In contrast, bundles convey stance and argument 

in written discourse.  

 Lexical bundles also play a crucial role in the field of computational linguistics, 

specifically natural language processing (NLP). Most of the research in the field 

targets developing a humanized version of machine-generated text. Genre and 

move analysis of bundles can help in understanding the structures and various 

relationships of language. Considering these studies, NLP can further generate 

algorithms that can develop fluent and natural occurrences. Further, limitations and 

requirements can be studied with these sequences to improve machine translation, 

text generation, automated scoring, and inspection of subjective texts.  

 Lexical bundles can be a part of literary texts. So, these sequences can be a key 

focus of corpus stylistics in order to know their structural and functional role in 

narrations. Further, such studies can unveil the emotional approach and narrative 

cohesion shaped by the bundles. Further, such studies can contribute to cross-

cultural analyses and comparative studies. 

 Lexical bundles make a text persuasive and contribute to shaping an argument. So, 

these sequences can be identified in multiple parts of several writings, i.e., research 

articles, dissertations, newspapers, textbooks, and prose. Learners can master 

scientific and academic writing by studying such target bundles. 

  Lexical bundles also contribute to establishing official discourse. So, studying the 

different uses of bundles in official texts can be advantageous. 

7.  Limitations and Challenges in Corpus-based lexical Bundle studies 

The previous section discusses the applications of lexical bundles, highlighting the 

significance of studying their structural and functional usage. It is worth noting here that the 

corpus-based lexical bundle studies share valuable insights but have some limitations as well. 

Avoiding these limitations may compromise the quality of lexical bundles and raise various 

challenges for the researchers. Lexical bundles study should carefully consider normalization 
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issues like length, frequency cut-off, and lexical dispersion. It is significant to study maximum 

bundles but not all. So, researchers should consider bundles occurring frequently in several 

texts.   

It is also crucial to understand that several lexical bundles are unable to fulfill the 

selection criteria. It does not constitute that they are not lexical bundles, but they are not 

pedagogically significant enough. For instance, many multiword units are context-specific and 

genre-specific and may challenge generalization issues. Further, some multiword units are part 

of bigger units and may overlap in the list. These bundles may raise challenges of ambiguity. 

Also, some of the bundles are non-compositional and unpredictable in terms of their meaning 

and behave like idiomatic expressions. This kind of sequence can be intricate between fixed 

and recurrent expressions. So, it is crucial to exclude such bundles. This process is known as 

exclusion criteria.    

8.  Conclusion 

 To sum up, lexical bundles are crucial in making a text academic. The balanced use of 

these lexical sequences can also enhance a text's persuasiveness and coherence. However, this 

is only possible if researchers focus on applicable target bundles rather than every lexical 

sequence present in a text. Corpus-based studies employ a frequency-based approach to extract 

the useful list of target bundles frequently appearing in an academic discourse. The frequency 

of these bundles determines their level of prominence. ESL learners and instructors can master 

these frequently used bundles identified through a corpus-based approach in ESL or EAP 

settings. Additionally, the classification of these bundles can contribute to their unique and 

distinct usage. The extraction of lexical bundles involves various challenges, including the 

selection of an appropriate corpus design, relevant concordance software, the issues related to 

the distribution of bundles, and taxonomies to classify bundles based on structure and function. 

This research study reviews different types of corpora, the critical issues in corpus design, the 

most effective taxonomies for bundle classification, and the inclusion and exclusion criteria for 

selecting quality bundles. Furthermore, it highlights how corpus design plays a vital role in 

obtaining high-quality bundles, and overlooking these issues can compromise the validity and 

reliability of the research.   
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